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l. Introduction

This paper provides evidence that “illusory cortielas,” a well-documented source of cognitive
bias, leads some agents to be imperfectly ratioo@ke traders. We identify illusory correlations
by focusing on the head-and-shoulders chart paftérough this is considered one of the most
reliable technical trading signals, our evidenaidates that the signal does not profitably
predict directional movements as claimed. We contieg illusory correlation to noise trading
by showing that the pattern is associated witlgaicant rise in trading volume and a
substantial reduction in bid-ask spreads.

Psychologists long ago documented a human tenderagate "illusory correlations," or
equivalently, to believe in relationships that ddnily exist among real-world variables
(Chapman and Chapman, 1967; Bloomfield and Hal@&1 R This tendency has many apt
illustrations from human history, including ancidémediefs in pantheons of gods and medieval
medical treatments now known to be counterprodactifore recently, brain scientists have
noted a strong physiological predilection to disropatterns in series that are consciously
known to be random and have identified where subgons pattern recognition occurs in the
brain (Huettel et al., 2002). We hypothesize thathuman predilection to discover patterns,
augmented by a strong desire to make money, leads svestors to believe in connections
between price patterns and future price moveméatsdo not truly exist.

If we are correct, such traders would be, in effeotse traders. Noise traders have been a
key component of financial models since their idtrction by Kyle (1985) and Glosten and
Milgrom (1985) because they help markets avoidrade equilibria (Milgrom and Stokey, 1982,

Morris, 1994), Bloomfield, et al. (2005) assertatttnoise traders play a ubiquitous role in the



finance literature”; Kalay and Wohl (2005) descrthem as “an integral part of modern
microstructure theory”.

There is no agreement, however about how noisersahould be modeled. Many
researchers assert that noise traders must baabtiptimizers (e.g., Ross 1989, Spiegel and
Subrahmanyam, 1992, Wang 1994, Dow and Gorton,,IB&&chetta and van Wincoop, 2006).
Others are open to the possibility that some realdwnoise trading reflects imperfect
rationality. Black (1986), for example, claims thBeople who trade on noise are willing to
trade even though from an objective point of vieeytwould be better off not trading. Perhaps
they think the noise they are trading on is infatiora Or perhaps they just like to trade.”

This paper provides evidence that a common, attive of speculation amounts to
imperfectly rational noise trading. We examine ohéhe market's most familiar and trusted
chart patterns, the "head-and-shoulders" pattdris. ivolves a series of three price peaks, the
highest of which is in the middle. Technical antdydaim that a head-and-shoulders pattern
predicts a downtrend and that the inverse pattexdigts and uptrend. Our focus on technical
trading is suggested by economists' historicakbyrissive attitude towards this form of
speculatiort. Malkiel (1990), for example, asserts that “[t]eidfah strategies are usually
amusing, often comforting, but of no real valuetisrattitude persists despite studies providing
both theoretical and empirical reasons why pasegrmight signal future prices (Brown and
Jennings, 1989, Osler, 2003, Kavajecz and Oddense\Wa004). Our analysis is based daily data
from the Center for Research on Securities PriC&SP) and intraday data from the Trades and
Quotes database. All results are consistent asevaples and subsamples and are supported by

numerous sensitivity analyses.

! This perception may stem from the absence of reaseconomic analysis associated with technicdirtga
signals, which are derived exclusively from infotioa on past prices and volumes.
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We first provide evidence for illusory correlatiomg showing that head-and-shoulders
trading signals do not profitably predict directprice moves. Raw profits from trading on this
pattern as recommended by technical analysts atist&tally insignificant, even before adjusting
for transaction costs and risk. Even returns ireeg®f the S&P 500 are significantly negative,
consistent with results in Savin et al. (2007).

We next provide evidence that this apparently diyscorrelation does influence trading. We
show unusual trading upon the completion of a heatishoulders pattern averages over 40
percent of a day’s trading volume. This tradingra@rbe attributed to volatility, autocorrelation
in volume, or stale limit orders (Linnainmaa, 201e find no diminution in the high excess
trading volume over time, despite the pattern'sistant lack of profitability.

If head-and-shoulders trading qualifies as uninfdmoise trading then bid-ask spreads
should narrow when such traders are active, othegs equal (Glosten and Milgrom, 1985). We
provide evidence that head-and-shoulders tradimglsed associated with relatively narrow
spreads. On average, spreads narrow by five peocettie days that head-and-shoulders traders
should be opening positions, a figure that couftesent over half of the asymmetric
information component of spreads.

Few papers consider empirical evidence for nosgirig. Greene and Smart (1999) show
that, in the early 1990s, real-world noise tradiectuded agents who traded on Whall Street
Journal’'sDart Board column. Like head-and-shoulders pasteirese columns were associated
with high levels of trading even though their reecnemded trades were not profitable. Consistent
with the hypothesis that these were noise tradereads tended to narrow with the associated
trading. Dart-Board trading seems unlikely to hgeaerated substantial noise trading even in

the 1990s, since it involved just a handful of Srat infrequent intervals. Other studies find



more indirect evidence of noise trading. Kumar bed (2005) provide indirect evidence of
noise trading by showing that retail investor seefit is a significant influence on returns for
stocks with relatively heavy retail ownership. Kand Wohl (2005) identify liquidity trading
on the Tel Aviv Stock Exchange using the propeniethe order book.

Most existing research on technical analysis icemed with market efficiency and thus
focuses exclusively on profitability. Studies oluggy markets generally confirm our conclusion
that technical trading in U.S. equity markets is profitable after adjusting for transaction costs
and risk (Fama and Blume, 1966; Murphy, 1986; Breickl., 1992; Savin et al., 2007). Existing
studies of technical analysis cannot identify ndiading, however, for two reasons. First, they
do not evaluate whether people actually trade ersitpnals (market participants report that some
of the strategies most intensively studied by acacdgare rarely used in practice). Second, they
do not evaluate whether the signals have markeadmp

This paper has four additional sections and alosian. Section 2 discusses our data,
describes our algorithm for identifying head-andtdbers patterns, and explains our
methodology for testing profitability. Section 3osts that trading on head-and-shoulders
patterns does not profitably predict directioname®in U.S. equity markets and discusses how
this could reflect illusory correlations. Sectioslows that trading volume is exceptionally high
when head-and-shoulders traders open positionio8écshows that bid-ask spreads narrow
when trading associated with head-and-shouldetsrpatis heaviest. This section 6 also
discusses whether head-and-shoulders trading ipsadi$ noise trading and how an unprofitable

trading strategy could survive for decades. Sedionncludes.



2. Predictive Power: Methodology

This section evaluates the claim that head-andidbmipatterns predict directional price
movements and produce substantial speculativetprofi

2.1. DATA

We use two datasets comprising daily dividend-ddpiseturns and trading volume from the
CRSP equities database. Our first dataset inclati@)4 NYSE and AMEX firms with price
data spanning July 2, 1962, the database’s stattitey to December 31, 2002. This represents
40.5 years, or about 10,200 daily observationggé.dirms will presumably be over-represented
in this dataset because large firms have tendgdatotate to the NYSE and because our
selection criterion induces survivorship bias. W@ analyze the 373 NASDAQ firms with at
least five years of consecutive data ending Dece®bge2002. For each firm we create a

dividend-adjusted price series by applying histdrieturns to the initial price.

2.2. IDENTIFYING HEAD-AND-SHOULDERSPATTERNS
A head-and-shoulders pattern comprises a seriggead peaks (Figure 1), where the middle
peak (the “head”) is higher than both the left agtt peaks (the “shoulders”). When a head-
and-shoulders pattern occurs after an up-trerddélled a “head-and-shoulder top,” and
technical analysts claim it predicts a downtrenghattern in which the roles of peaks and
troughs are reversed is called a “head-and-shobloléom.” If such a pattern occurs after a
downtrend, technical analysts claim it predictuprtrend.

To evaluate the validity of these predictions wastouct a computer-based algorithm that
identifies head-and-shoulders patterns and sinsigsociated speculative positions. To learn

the subtleties we consulted eight technical anglysinuals and had numerous conversations



with practicing technical analystsThe sources agree to a striking extent. One shwtlénter a
position unless the pattern is "confirmed," whidturs if and when the price crosses the
"neckline" soon after forming the right shouldeheTheckline is a straight line connecting the
pattern’s two troughs and extending forward in ti‘de&symmetric criterion applies to head-and-
shoulders bottoms. Our computer algorithm confaiorthese requirements, as well as others
consistently mentioned in the manuals. We alsotcainsthe slope of the pattern, asymmetries
between left and right shoulders, and the delaywden the right shoulder and the neckline
crossing. (Details of these constraints are pralidehe Appendix.) The exact parameters we
choose to implement these constraints are neclgssamewnhat arbitrary: in some cases, neither
a close reading of the manuals nor conversatiotispvacticing technical analysts provided
much guidance. We use robustness tests to showuhagsults are insensitive to these choices.
To identify confirmed head-and-shoulders patteradallow Chang and Osler (2000) in first
identifying the peaks and troughs in the actuali@@dind-adjusted) price series. Lo et al. (2000)
and Savin et al. (2007), who also examine thisepatfirst smooth the data using kernel
regressions and pick out peaks and troughs inntto®thed series. Our approach has the
advantage of mimicking the way the eye of someeading charts will scan for extreme values.
All the tests here can be viewed as out-of-sangitee the belief in the predictive power of a

well-defined set of chart patterns developed poat930 (Shabacker, 1930).

2.3. RREDICTIVE POWER METHODOLOGY
We estimate the profits that would have been géeeiay head-and-shoulders trading on each
firm's dividend-adjusted price series. For eacHfiomied head-and-shoulders pattern, profits are

measured as cumulative percentage returns betwdignamd exit dates, signed to reflect

’The eight manuals we consulted are: Arnold and &dh1986), Edwards and Magee (1966), Hardy (1978)
Kaufman (1978), Murphy (1986), Pring (1985), Sh&lea¢1930) and Sklarew (1980).
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whether the position would have been long or shrwsitions are opened at closing prices on the
day the price crosses the neckline, or “entry ddys:. exit strategies we do our best to mimic

the likely behavior of technical traders. Positians closed when any profitable trend has clearly
ended and small deviations from the predicted tamedgnored. Overall profitability for each

firm is measured as average percentage profitpgmtion. Adjustment for transaction costs is
discussed below. Adjustment for risk proved unng@gs Further details on the exit strategy are
provided in the Appendix.

The profitability of technical trading strategisstypically evaluated using the bootstrap
methodology (Efron 1979, Efron 1982), in part besgail requires no assumptions about the
statistical distribution of returnsStatistical agnosticism seems appropriate haregghe
distribution of equity returns is known to diffepm the normal and since there is no consensus
on an alternative. The null hypothesis is that haadtshoulders patterns are meaningless noise.
To simulate the distribution of a given firm’s pitsfunder this null, we generate 10,000
simulated price series by drawing randomly withaepment from the firm’s historical daily
returns. Key characteristics of the simulated datah as mean return and unconditional
variance, are thus drawn from the same populasaheoriginal data. However, returns in the
simulated data have no intertemporal dependenceamtbt be predicted from past returns.

To verify that the artificial data closely resemtite actual data, we calculate the first four
central moments of the actual return series arid@fiO simulated series for eight randomly
chosen firms, four each from the NYSE/AMEX and NASD samples. Reassuringly, the

p-values of the central moments from the actual degaall fairly close to 0.50 (Table I).

® See, for example, Brock, Lakonishok, and LeBafd®@9@), Levich and Thomas (1993), Allen and Karjadai
(1995), LeBaron (1991), and LeBaron (1996).



To clarify our statistical tests for profitabilitye begin by considering one NYSE/AMEX
firm. We run the head-and-shoulders identificatowl profit-taking algorithms on that firm’s
original (dividend-adjusted) price series and ocheaf the 10,000 simulated series. We then use
the distribution of average profits from these deted series to calculate tpevalue for
observed average profits under the null. We thpeatthis calculation for the other 303
NYSE/AMEX firms. In a large group of firms for whHichead-and-shoulders trading is truly
unprofitable, the resulting 3@#values will be distributed uniformly over [0,1]tiiep-values
are independently distributed across firms. By @stt if the head-and-shoulders pattern is
profitable, then th@-values will likely be concentrated at low levélge use the Anderson-
Darling test statisticA?, to evaluate whether the observed distributiop-eélues is statistically
likely to have been drawn from a uniform [0,1]. TAederson-Darling statistic, which is a
weighted average of the differences between aandtheoretical c.d.f.s, is more powerful than
the more familiar Kolmogorov-Smirnov statistic (Djastino and Stephens, 1986).

We repeat this procedure for the 373 firms INNWeSDAQ sample. Note that there are two
rounds of marginal significance levels. The fiwtimd of marginal significance levels includes
304 for the NYSE/AMEX sample and 373 for the NASDA&nple. For clarity we exclusively
call these p-values.” For each dataset, the second round pesdoree marginal significance
level associated with the Anderson-Darling statisti

The assumption that thpevalues are generated independently might be quresti given the
known correlations of daily returns across U.Snéir Nonetheless, positions signaled by head-
and-shoulders patterns are relatively brief anceguent: we identify about one confirmed head-
and-shoulders pattern per firm per year, and hglgeriods average about two weeks. Thus the

p-values from head-and-shoulders trading may betfy independent across firms. To test



for independence it is natural to examine the pase correlations of daily head-and-shoulders
returns. For each firm we create a vector with zer@any day our trading algorithm had no
position and the daily trading return otherwiseefhare 46,056 pair-wise correlations among
our NYSE/AMEX firms: for 90 percent of these thesasated-statistic is below 1.0. Similar
results are obtained for the NASDAQ sample. Weritifat it is reasonable to view thgse

values as independent across firms.

3. Predictive Power: Results and Discussion

These tests consistently indicate that head-andldéis patterns do not profitably predict
directional price moves in U.S. equities. In the BE¥AMEX sample, average profits are -0.44
percent on positions held for an average of teinlegs daysThese profits are not, however,
significantly below the -0.19 percent average forwated profits. Figure 2A shows the c.d.f. for
the 304p-values, which is quite close to the c.d.f. asgediavith the null, i.e., the 45-degree
line. Under the alternative hypothesis that thégpatsuccessfully predicts directional
movements, the observed c.d.f. would generallglieve the 45-degree line, since phealues
would be concentrated at low values. The Andersaniiy statistic, at 2.27, is below the 2.5
critical value associated with 5 percent significanconfirming that the observed distribution of
p-values is not statistically significantly differeinom the uniform [0,1]. We conclude that head-
and-shoulders patterns do not profitably predicational price moves for NYSE/AMEX firms.
The NASDAQ sample tells the same story. The diffeeebetween trading profits in the
original series and their mean in the simulatetesas again negative, at -3.0 percent, and this
time the difference is statistically significantoi@istent with the alternative hypothesis that
profits are negative, thevalues are concentrated at high values (Figure P} raises the

possibility of profitably trading the head-and-slamrs pattern in reverse, buying when technical
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analysts recommend selling and vice versa. Howénarsactions costs would wipe out any
potential profits: Keim and Madhavan (1997) findttkechnical traders on NASDAQ pay
between 1.39 percent and 1.68 percent per tradegtid round-trip costs around 3.0 percent.

Since one must also consider risk, the reverseeglyavould seem inadvisable.

3.1.PREDICTIVE POWER ROBUSTNESS

We examine the robustness of this result with semesitivity analyses (Table Il). (Details of the
tests are provided in the Appendix.) The first fowestigate the importance of the precise
criteria used to identify head-and-shoulders pastefhree change the restrictions on allowable
asymmetries in the pattern; the fourth adds angadolume criterion. These modifications bring
no noticeable changes in the results.

We next split the sample according to a firm’s agertrading volume (large or small), since
research has found numerous differences in trdsihgvior across firms of different sizes (e.g.,
Wermers, 1999). The pattern appears to be unpotdifar firms of all sizes. We also split the
sample in July of 1982, which is about half-waytigh the sample period. The pattern appears
to have been unprofitable in both halves of ourgameriod.

To examine whether the results are affected bycautelation in volatility, we incorporate
AR(1) and GARCH(1,1) dependencies in the simulagtarn process (Bollerslev, 1987).
Finally, we experiment with a relatively aggressext strategy, which closes positions more
quickly if losses begin to accrue. Like the preweabustness tests, these tests do not affect our

gualitative conclusion.

3.2 FREDICTIVE POWER RELATION TO LITERATURE
Our conclusion that head-and-shoulders pattermsotiprofitably predict directional price

movements in U.S. equity markets is consistent thighcommon finding that technical trading is
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not profitable in U.S. equity markets (Fama andnid 1966; Murphy, 1986; Brock et al.,

1992). Lo et al. (2000), arrive at a conclusion ensupportive of technical analysis. For a variety
of patterns including the head-and-shoulders tive/that the conditional distribution of one-
day returns differs statistically from the uncorahal distribution of returns. Further, the head-
and-shoulders patterns they identify produce pasitilirection-adjusted) absolute one-day
returns and volatility is lower on those days tléimerwise. This combination raises natural
guestions about the risk-return relation.

Beyond the focus in Lo et al. (2000) on fixed-&on returns rather than profits, that paper’s
methodology differs in many ways from the preséndg. Lo et al.’s approach to smoothing the
data using kernel regressions constrains thentdgébmical reasons) to take positions beginning
three days after a pattern is identified. In additiLo et al. impose fewer constraints on peaks
and troughs and they do not require patterns tecdr&irmed” by a neckline crossing. Third, Lo
et al. scan through the data only once lookingp#dterns of a given size and thus presumably
exclude patterns of other sizes.

To provide directly comparable results we calailaturns for fixed-length positions against
guantiles of the unconditional returns. Like Lakt (2000) we find that the conditional
distribution of returns following head-and-shouklpatterns differs from the unconditional
distribution. Figures 3A through 3D show the nunsbarconditional returns within each of
twenty unconditional-return quantiles for four fitkbolding periods: 1 day, 3 days, 5 days, and
10 days. The differences between the conditionadliarconditional distributions are readily

visible. At the 1-day horizon there is an over-esantation of returns near the mean; at the
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longer horizons there is an over-representaticextteme adverse returns. Anderson-Darling
statistics confirm that these differences are §iganit.*

With respect to the risk-return relation, our résalre less puzzling than those of Lo et al.
(2000). As shown in Table IlI, the average condisiloreturn is statistically the same as, or lower
than, its unconditional counterpart for all rettworizons. The conditional average standard
deviation, by contrast, is consistently higher tiiarunconditional counterpart.

Savin et al. (2007) adopt Lo et al.’s basic apphdaddentifying head-and-shoulders
patterns but impose more constraints on the peaksraughs and scan through the data multiple
times to ensure they find patterns in varying siRether than testing directional predictive
power, as claimed by technical analysts, Savinh @007) evaluate excess returns relative to a
stock market index. They find no excess returrigydaing we confirm by calculating our
estimated head-and-shoulders returns with retarascbncurrent parallel position in the S&P
500. For NYSE/AMEX firms the average excess repegnposition is negative, at -0.62 percent,
and significant at the 1-percent level. The coroesiing excess return for NASDAQ firms, -0.89
percent, is also negative and highly significant.

Empirical studies of currency markets typicallydfithat technical strategi@se profitable
after adjustments for transaction costs and risbo(By and Shafer, 1984; Levich and Thomas,
1993; LeBaron, 1999). Using the same methodologjieghin the current paper, Chang and
Osler (2000) shows that the head-and-shouldersrpaitas profitable in two major currency
pairs over the period 1973-1994, though unproablfour other currency pairs. Chang and

Osler also show that the profitability of the chaattern can be traced to the profitability of

* For the 1-, 3-, 5-, and 10-day horizons the AndeiBarling statistics are 37.7, 39.1, 39.3, and 38spectively.
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simpler trend-following trading signals. This sugtgethat the lack of predictive power for

technical analysis in equities reflects the grediféiculty of predicting trends in those markets.

3.3 LLUSORY CORRELATIONS
Our conclusion that head-and-shoulders pattermdprofitably predict equity trends is
contrary to the standard predictions of technicallgsts. The description of head-and-shoulders
patterns in Investopedia, an online encyclopediarattical finance, is representative:
The head-and-shoulders top is a signal that a isgsyprice is set to fall, once the
pattern is complete, and is usually formed at #kmf an upward trend. The second
version, the head-and-shoulders bottom (also kresvnverse head and shoulders),

signals that a security's price is set to risewsuhlly forms during a downward trend. “
(Investopedia : http://www.investopedia.com/univtgfsharts/charts2.asp)

The contrast between this prediction and our tesuiggests that technical analysts have
identified an “illusory connection” between headiashoulders patterns and directional
movements in U.S. equiti@sAs articulated in a prominent psychology text: 6pke have a
tendency to find connections among groups of evibatsdo not exist” (Yates, 1990). For
example, in laboratory experiments naive subjeniad nonexistent correlations between
randomly matched pairs of words and between ranglamakched psychological symptoms and
patient drawings (Chapman and Chapman, 1967). thadee can see this tendency throughout
human history. Hercules, now considered a histbagaosity, was believed for centuries to
have great powers. Likewise, blood-letting wascmemended medical treatment for centuries
in the west, though it is now known to compromisalth.

In this light, a tendency for people to discovrsbry correlations in financial markets

may not be very surprising, and similar resultsehianeed emerged within finance. Kroll et al.

® It is possible that the strategy was actually ipabfe when it was first identified. During thaitial period, prior to
1930, insider trading and market manipulation weportedly rampant (Sobel 1965). However remote the
possibility may seem a priori, such practices caadceivably have generated nonlinear price pattettn
predictive power. Legislation in the 1930s madehqu@ctices illegal and, as the practices becatagvely rare,
the behavior of prices may have changed, elimigdtie predictive power of the patterns.
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(1988) conduct an experiment in which subjectsaaked to choose between two assets whose
returns are sampled randomly and independently frormal distributions. The authors find that
“even in the extreme case of our experiment, wheesubjects were instructed and could
actually verify that the stock price changes waraom, many of them still developed,
maintained for a while, discarded, and generatedmgothesis about nonexistent trends.” De
Bondt (1993) reaches the same conclusion basedenes of experiments about forecasting
stock prices and exchange rates, including a “teahanalysis game.” Results indicate that
“people are prone to discover ‘trends’ in pastgsiand to expect their continuation,” even when
“stock prices changes are highly unpredictableisdke case over short horizons.

Why might people build illusory correlations upprce patterns? Recent evidence from
brain science highlights a neurological predilettio find patterns. In Huettel et al. (2002),
subjects were shown a sequence of observationkttesy to be random. Nonetheless, they
reacted more quickly to entries that continuedastiag pattern than to entries that violated the
pattern. The authors trace the pattern-seekingigcto the prefrontal cortex using functional
magnetic resonance imaging. They conclude: “Thegeition of patterns is an obligatory
dynamic process that includes the extraction dadllstructure from even random series.”

Given a natural tendency to focus on patterndjusory connection from price patterns to
future returns could be fostered by three othef-d@tumented psychological tendencies. First,
wishful thinking: “People tend to think that posély valued events have a greater chance of
occurring than negatively valued events” (YateQQ)9Second, overconfidence: “If a person
feels that his or her actions are capable of imitirgg a situation, then the judged likelihood that
the resulting outcome will be positive tends taubeduly high” (Yates, 1990). Evidence shows

that this tendency towards overconfidence doeg exfmancial markets (e.g., Glaser and
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Weber, 200Y. Third, memory bias: people have a greater tendeneemember pleasant and

successful experiences than unpleasant ones (M£@Q).

4. Trading Volume

To identify the head-and-shoulders pattern as enpially illusory correlation is not sufficient to
identify head-and-shoulders trading as noise tigdimce it is possible that no one bothers to
trade on this pattern. The section first discusiseprevalence of technical analysis in general
and then provides evidence that head-and-shouyb@dterns in particular are associated with

substantial trading activity.

4.1. TECHNICAL TRADING ACTIVITY IN GENERAL
Financial market participants are universally awafreechnical trading, even if they are not
practitioners themselves. Those who do practiaeditsufficient in number to support an entire
magazine largely devoted to the subject, StocksGordmodities Magazineirculation of
which exceeds 50,000. Likewideguis Monitor, a quarterly information letter tdosaribers of a
particular brand of technical analysis softwares a&airculation of about 40,000, and Futures
Magazine, which devotes a substantial part of eissye to technical analysis, has a circulation
of around 65,000. There are, by now, myriad onsioerces of information, software, and data
for technical traders. In addition to the existpapl of technical analysts, a new crop of 450 to
500 students learns the subject each year at TheYNek Institute of Financé.

Formal evidence on the extent of technical anaigsmt abundant. Futures Magazine,
through a survey of its subscribers, found that ove-third of respondents base their trading
decisions exclusively on technical analysis andl ¢t@hbine technical analysis with fundamental

analysis. The few extant academic surveys supbigrgeneral picture. Allen and Taylor (1990)

® Subscriptions and enroliment figures from pers@oahmunications with the institutions mentioned.
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finds that 96 percent of London currency dealeysar some form of technical analysis for
short-horizon speculation. Lui and Mole (1998) firtlat technical analysis is used by over 90
percent of foreign exchange traders in Hong Komgg&pore, and Japan. Shiller (1989)
documents that support and resistance levels vageimportant to traders during the 1987

stock market crash.

4.2. HEAD-AND-SHOULDERS AND TRADING VOLUME: METHODOLOGY
We examine whether trading volume is unusually lugldays when traders are likely to enter
positions, defined as the day the closing pricesge the neckline. The null hypothesis is that
trading volume is not unusual on such days. Weidengntry days but not exit days because, as
mentioned earlier, technical analysis manuals eegively ambiguous about exit critefia.
Unusual trading volume (“excess trading”) is meaduas the residuals from a regression of
(log) daily volume on a constant, fifty own lagsntlags of volatility measured as the daily
percentage spread between high and low prices (Ragel Satchell, 1991), a linear trend, and

the log of the closing price:
50 9
In(Volume) = @+ 8 In(Volume., )+ > In(high_, /low,_ )]+t +In(p,,o)+ & (1)
i=1 i=0

The volatility term controls for the familiar pasi relationship between volume and volatility
(e.g. Karpoff, 1987). The trend and log price teataw for the strong trends evident in volume
for many firms® The log of the closing price is advanced ten ki avoid biasing the
residuals on the days before and including theyatdy. This has only trivial effects on the

regression results, while ensuring that residualerdoefore entry days for head-and-shoulders

"We exclude 13 NYSE/AMEX firms and 24 NASDAQ firmstvincomplete volume data.
8 Regressions for randomly sampled firms indicate dither the trend or the log price is statistjcat
economically important, but not both.
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tops (bottoms) are not artificially inflated (de#d) by the known concurrent price decline (rise).
This formulation eliminates virtually all residugdrrelation for randomly selected test firfhs.

For each firm we calculate average excess tramingntry days. This average has mean zero
under the null that entry-day trading volume is motisual, since the mean of all residuals is
identically zero. The central limit theorem tells further that the average has a normal
distribution. Given the symmetry of the normal dimition, we can view each firm as a single
Bernoulli trial of the outcome that average entay-desiduals are positive, wigh= 0.5. With
independent observations across firms, the numiidents with positive average entry-day
excess trading has a binomial distribution withepaetergp = 0.5,n = 291.

Once again, it is relevant to examine the indeprod assumption. Daily trading volume
itself is correlated across firms (Lo et al., 2Q@f)t our focus is excess trading. Even more
narrowly, our focus is excess trading on entry d&ys construct a time series for each firm
comprising excess trading volume on entry dateszanges otherwise, and then calculate
correlations for each of the 42,195 bilateral fpairs in the NYSE/AMEX dataset. The vast
majority of these are tiny (under 5 percent in &ltgovalue) and less than 2 percent of them

have a-value above unity. On this basis, the independassamption appears reasonable.

4.3. H=AD-AND-SHOULDERS AND TRADING VOLUME: RESULTS

Our results indicate that equity trading is unulsuattive on head-and-shoulders entry days.
Average excess trading volume on entry days is gérdent for NYSE/AMEX firms and 41.4
percent for NASDAQ firms. Average entry-day exceasding exceeds zero for all but ten of the

291 NYSE/AMEX firms and for 318 of the 349 NASDA@hs, highly significant results.

® For four randomly selected firms, marginal sigrifice of th&)-statistic for residual autocorrelation was 1.00.
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Head-and-shoulders trading could also occur befoedter our formal entry day. Confident
traders might enter before a “decisive” necklinessing, despite warnings in the manuals.
Traders who cannot monitor prices intraday or wéguire particularly decisive confirmation of
a trading signal might enter later. Some tradeghintalculate different entry days, if instead of
daily closing prices they use high-low-close prjcesekly data, point-and-figure charts, or
candlestick charts.

Considering now a seven-day interval centered oriaymal entry day, we find that unusual
trading activity in NYSE/AMEX firms begins effectly at zero, rises modestly for two days
before the formal entry day, surges to a sharp peake entry day itself, falls rapidly the next
day, and falls modestly for one more day beforerretg to zero (Table IVA)Jn aggregate such
excess trading exceeds 64 percent of a day’s volfifrer the NASDAQ sample, the interval of
significant excess trading is one day shorter bgt@gate excess trading is larger, at 76 percent
of a day’s volume (Table IVB; Figure 3).

These results suggest substantial trading is agsdcoivith head-and-shoulders patterns. It is
important to note, however, that this trading coutdl include more than technical trading. It
could, for example, include informed trading attealcby the possibility of enhanced
“camouflage” from uninformed traders. It could alsolude any type of trading attracted by the
narrow spreads we document later. Indeed, it semtilely that technical traders initiate all this

excess trading because, if so, we might have feeifefulfilling profits over the next few days.

4.4, HEAD-AND-SHOULDERS AND TRADING VOLUME: ROBUSTNESS
We apply six of the nine sensitivity analyses usadier (the remaining tests are not relevant

here). These tests consistently support our irfinding: excess trading takes place on four or

19 Some readers, like the authors, find these resulisrisingly strong. We have checked the methagotmmerous
ways and would willingly share our data and progsamith other researchers.
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more days around neckline-crossing days, totalse8@ent or more of a day’s volume, and is
highly statistically significant (Tables IVA and B). The pattern of slow rise, quick burst, and
then slow decline is consistent across time andsadirms with high and low trading volume.

To provide further evidence that some of the ext¢exling just identified is related to head-
and-shoulders patterns, we examine excess tradiag arbitrary set of days. Specifically, we
consider a five-day window centered on the datty $rading days after the “head” of each
pattern. In this interval, the average excessnigadi uniformly small — below 0.6 of a percent of
a day’s trading volume in absolute value — andgim§icant*

Linnainmaa (2010) shows that many striking progsrtf retail trading, such as the
disposition effect, can be partly traced to pickoffrisk associated with stale retail limit orders
Since retail traders are considered more likely thatitutional traders to rely on technical
analysis in equity markets , it is natural to wanabether excess trading on entry days merely
reflects the tendency of existing retail limit orsi¢o be executed when the market moves
dramatically. We examine this possibility by compgrexcess trading on entry dates to the
bootstrapped distribution of excess trading onslatiéh comparable returns. This distribution
should represent the excess volume one could assauith picking-off risk.

We standardize each firm’s returns by dividing hgit standard deviation and then partition
these standardized returmns, into seven bucketss; < 1,rs; [J[1, 2), etc., ands; = 6. We then
create simulated samples of standardized retuatsriatch the size distribution of the original
entry-day returns. For example, if a given firm Fag entry-day returns in bucket one, then
each simulated sample for that firm includes faucket-one returns sampled at random. Finally,

we calculate average excess volume for each sietbgmple. Mean excess trading is 10.5

1 Detailed results available from the authors.
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(18.1) percent in the return-matched NYSE/AMEX (N®SQ) samples, well below the average
of 40.4 percent (41.4) for the original entry-daynples. For each firm we calculate fhealue

for observed excess entry-day trading relativééodistribution of excess trading in that firm’s
simulated samples. Theperalues averaged over 90 percent for both samplederson-Darling
statistics are calculated by comparing the distiilouof thesgp-values against the null of a
uniform distribution. This effectively tests thellnoypothesis that excess entry-day trading is no
different than would be expected given stale lionders. The Anderson-Darling statistics are
756.0 for the NYSE/AMEX sample and 114.4 for the B3 Q sample, well above the 3.9
critical value for 1-percent significance. We infeat the existence of stale limit orders does not

explain excess trading around entry days.

5. Bid-Ask Spreads

If head-and-shoulders trading is indeed imperfecttional noise trading as our evidence
suggests so far, then the microstructure litergtoogides additional implications for the
behavior of bid-ask spreads. Specifically, a laaglition of work on models with asymmetric
information indicates that spreads should narromamninformed trading is more active
(Copeland and Galai, 1983; Glosten and Milgrom 51 $8asley and O’Hara, 1987). Evidence
indicates that U.S. equity markets conform to theory. Lee et al. (1993), for example, show
that market makers increase spreads around earmmgsincements, when the share of
informed trading is likely to be high. Lei and W20Q3) show that bid-ask spreads on the NYSE
can be partially predicted by the estimated prdiglaif informed trading. The theory can also
explain the positive relation between spreads eadktsize on the NYSE (Harris and Hasbrouck,
1996). This section tests our inference that heatishoulders trading is uninformed noise

trading by examining whether bid-ask spreads namwten such trading is active.
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5.1. HEAD-AND-SHOULDERS AND SPREADS METHODOLOGY

We focus on the same two sets of firms examindteeaCRSP has no bid and ask quotes for
NYSE/AMEX firms so for these firms we rely on Traded Quote (TAQ) data, which begin

only in 1994. Our baseline measure of spreaddfesd firms is the average of all spreads during
the final quarter hour of trading on a given daRSP provides closing bid and ask quotes for
NASDAQ firms so we rely on those. We measure seadhe difference between bid and ask
guotes relative to the mid-quote.

Our methodology closely parallels the methodologgd earlier to examine trading
volume.The null hypothesis is that spreads on head-andidéis entry days have the same
distribution as spreads on other days. For eaciviie estimate a model of spreads and then
examine excess spreads on head-and-shouldersdenty

Microstructure theory highlights three key dime&ms of equity spreads: operating costs,
inventory risk, and adverse selection. In empirfegkearch, operating costs are typically
captured by the constant term. Because we havatavety long sample and there has been a
secular decline in such costs, we include not andgnstant but also a trend term. Inventory
costs are typically captured with volatility, whiale measure once again as the proportionate
gap between daily high and low prices. Adverseesigle risk depends on the probability of
informed trading which is known to vary systemadticacross firms. For example, the
probability of informed trading is lower for moretevely traded stocks (Easley et al., 1996). The
constant terms can also capture this form of csessional variation. During most of our sample
period spreads were constrained by the mandateidhomim tick sizes of one-eighth (and later
one-sixteenth), which tended to raise average dpriea firms with low prices (Easley et al.,

1996). We therefore include the (log) closing ptiteugh, to eliminate any simultaneity, we use
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the price ten days in the future rather than th#eraporaneous price. To capture any remaining

influences we include lagged spreads.
50 10

Spread = a + 2P, Spread.; + Zoyi[ln(high[.j/ low), ;] + & + ulog( puio) +7. (2)
= =

5.2. HEAD-AND-SHOULDERS ANDSPREADS RESULTS

Consistent with the hypothesis that head-and-sleosiffladers serve as noise traders, we find
that spreads are unusually low on head-and-shauédgry days. Excess entry-day spreads
average -0.32 percent for the NYSE/AMEX firms a@@®4 percent for the NASDAQ firms
(Tables VA and VB). This implies that entry-dayeguls are, on average, 8.9 percent below their
unconditional mean of 3.6 percent for the NYSE/AMfixhs and 4.9 percent below the
unconditional mean of 4.9 percent for the NASDAM@8. The average entry-day spread

residual is negative for a highly significant 2¥%ar 304 NYSE and AMEX firms and for a
similarly significant 234 of our 373 NASDAQ firms.

Further support for our hypothesis that imperfeddtional head-and-shoulders trading is
associated with relatively narrow spreads comas fitee pattern of spreads around entry days,
which crudely mirrors the up-down pattern of exdeading (Tables VA and VB; Figure 4).
Though the overall pattern is more uneven for exsgseads than for excess trading, a similar
picture emerges for both samples: the averageadssxspreads falls rapidly and becomes
significantly negative on the entry day and thezowers quickly.

To verify the robustness of these results we reerges of additional tests (Tables VA and
VB). For the NYSE/AMEX firms we first show that rdts are not sensitive to the time period
over which we calculate bid-ask spreads by takiegaverage over the last hour of the day
rather than the last quarter hour. For both setsmog we verify that the results are not sensitive

to our parameterization of a head-and-shouldeteqmaiVe also examine whether the results are
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sensitive to firm size by splitting the sample batw firms with high and low trading volume.
The split-sample test confirms the overall narrayvif spreads on head-and-shoulders entry
days but they also suggest that spreads narrowford#stms with low trading volume.

Theory indicates that only the adverse selectmnponent of spreads should decline when
uninformed trading intensifies. Prominent estimatelécate that this component represents 43
percent of equity spreads (Stoll, 1989), 20.3 par(@losten and Harris, 1988), and 9.6 percent
(Huang and Stoll, 1997). With these figures, wewglalte crude estimates of the extent to which
the adverse selection component shrinks in assatiaith head-and-shoulders patterns. For the
NYSE/AMEX sample these estimates are 21 percenpeddent, and 93 percent, respectively,
indicating that the decline is economically substnFor the NASDAQ sample these estimates
are similarly impressive at 11 percent, 24 percamd, 50 percent.

One might reasonably wonder how spreads coul@dwanith active head-and-shoulders
trading, if technical traders tend to use mark#teathan limit orders as found in Keim and
Madhavan (1997). Shouldn’t spreads widen when tAsrenore market orders? Not necessarily.
In fact, Kalay and Wohl (2005) provide evidencetrthe Tel Aviv Stock Exchange consistent
with the hypothesis that “liquidity traders submmiarket orders and strategic traders submit limit
orders” , which could imply the opposite. To reatathese two perspectives on spreads it is
important to remember that the original theoretemainection between noise traders and spreads
depends on the overall balance between informediaimformed traders, and does not involve
an explicit analysis of liquidity per se. In the deb of Glosten and Milgrom (1985), for example,
there is no distinction between limit and marketess. Even if technical traders do use market
orders, however, their activity need not be assediaith reduce liquidity (or wider spreads)

because net liquidity provision is endogenous (Garett al., 2005). When the number of market
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buy orders rises, for example, rational traderselaore limit sell orders. In the specific context
of head-and-shoulders trading, if some traderebelthat head-and-shoulders trading is
uninformed (and some market participants do expliespouse this view), they could rationally
provide sufficient liquidity to generate narrowereads.

5.3. HEAD-AND-SHOULDERS ANDNOISE TRADING

This paper has provided evidence that, togethggest that head-and-shoulders trading
gualifies as imperfectly rational noise tradingnsistent with the description of noise traders
provided in Black (1986): “People sometimes tradenoise as if it were information. If they
expect to make profits from noise trading, theyiaoerrect”. The lack of profits distinguishes
head-and-shoulders trading from the imperfectlyprat speculation of DeLong et al. (1990,
1991) and Kyle and Wang (1997), which earns pasipirofits.

Our results suggest a certain amount of predictalbdr head-and-shoulders trading around
entry days. This would not affect our characterarabf such trading as imperfectly rational
noise trading. Even with our results it is presulyalifficult to forecast head-and-shoulders
trading before and even after the price crosseaghkline'” Such forecasts would face all the
challenges associated with forecasting aggregatkenty volume, plus challenges idiosyncratic to
technical trading: uncertainty about neckline cirogs, uncertainty about how different traders
actually view prices, etc. Even if its magnitudellcbbe anticipated, head-and-shoulders trading
could qualify as noise trading. As shown in therhture, noise trading can be common
knowledge a# occurs (DeLong et al., 1989; Campbell et al93)%r even before it occurs

(DeLong et al., 1990; Campbell et al., 1993; Adraatl Pfleiderer, 1991).

12 The statistical significance of the result thaad@nd-shoulders trading volume is unusually higluad
neckline-crossing days is conceptually unrelatethéopredictability of trading volume.
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Our results raise the possibility that technicatling in aggregate contributes sizeable
amounts of noise trading. The head-and-shoulddtsrpas just one among a few dozen chart
patterns in common use, and chart patterns regrpsgrone of myriad approaches to generating
technical trading signals. The number of existexhnical trading signals easily exceeds one
thousand. Even if only a fraction of these straesgepresent “illusory correlations,” technical
trading could provide a qualitatively important smiof noise trading.

The consequences of imperfectly rational tradireggenerally considered to be adverse.
Theory suggests, for example, that it brings extesing and higher volatility (Odean, 1998)
and that it can undermine pricing efficiency (Daweieal., 1998; Daniel et al., 2001). Theory also
suggests, however, certain ways in which suchrgadould be beneficial. It could provide
camouflage for informed traders; it could help extules achieve economies of scale, thus
lowering costs for all traders; and it could helprkets avoid no-trade equilibria.

Our finding that the trading associated with haad-shoulders patterns has remained
elevated over time is contrary to a famous argurbgritriedman (1953). He predicts a decline
in such trading, arguing that irrational traderg high and sell low and will ultimately be driven
out of the market by losses. We finish this sechgmeviewing how an unprofitable trading
strategy could remain in use for decades.

Psychologists have shown that beliefs and behgwoise established, are difficult to
“extinguish” if they are randomly reinforced (Camtsand Buskist, 1997). The randomness of
profits from technical trading, combined with wighthinking, overconfidence, and selective
memory, could therefore support a belief in thefifability of head-and-shoulders trading that is

not easily dispelled by evidence to the contrary.
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Oberlechner and Osler (2011) provide evidencedhatconfident traders survive in
currency markets even as they gather decades efierpe. They suggest that this could reflect
self selection, since currency trading requirega kolerance for risk and overconfidence tends
to foster such tolerance. Trading on strategiessareaunprofitable in expectation could still earn
positive profits for a lucky few, and funds grawgtao traders with successful histories (Shleifer
and Vishny, 1997; Gruen and Gyzicki, 1993). Impetiferational traders with on-average
unprofitable strategies could even come to domitiegenarket (DeLong et al., 1991).

New traders could be encouraged to adopt the uitgdote strategy by the success of
surviving agents. Humans tend to over-generaliaen fsmall samples and to overweight
"salient" information (Yates, 1990), so new trad®asy not sufficiently discount the boasts of a
few lucky noise traders. Hirshleifer (2010) showattthe social transmission mechanism will
favor the transmission of active strategies —é@hnical analysis — relative to passive strategies
Psychologists have shown that such social foreessgpecially powerful when there is little
objective information to confirm an individual’s ovopinion (Sherif, 1937, cited in Shiller,
1989). There may indeed be a lack of objectiverme&dion in equity markets, since finance
professionals often disagree about fundamentaliyecbprices and the evidence on technical
analysis is mixed. In this situation investors rbaymore susceptible to buying into the belief
that meaningless price patterns have predictiveepevespecially given the intense conviction

displayed by practicing technical analysts.

6. Summary
This paper provides evidence for a specific fornmgderfectly rational noise trading that
originates in a cognitive bias known as “illusoprrelations.” We focus on the head-and-

shoulders pattern, one of the most familiar anstéd technical trading signals. We first provide
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evidence that trading on this signal is not profgausing daily return data for 304
NYSE/AMEX firms and 373 NASDAQ firms. This impligkat the correlation between the
signal and future U.S. equity price movements &sgdry technical analysts does not exist.
Cognitive psychologists have long recognized in &dorbeings a tendency to discover
correlations among phenomena where such corretation’t really exist (Chapman and
Chapman, 1967). Brain science confirms a biologicatlivity toward pattern discovery
(Huettel et al., 2002).

To support the hypothesis that this illusory clatien generates noise trading, we first
provide evidence that the pattern is associateld substantial trading. Trading volume is over
60 percent higher than normal when traders woutthatly enter positions based on head-and-
shoulders patterns. We next show that spreadswa&ontemporaneously with this excess
trading. The narrowing amounts to nine percentvefage spreads, which could represent over
half of the adverse-selection component of spreads.

The connection between imperfectly rational tradang bid-ask spreads suggests that
imperfect rationality could be a relevant topicnodirket microstructure research. As noted by
Barberis and Thaler (2003), behavioral financegrasarily focused on other aspects of finance,
most notably "the aggregate stock market, the esesg8on of average returns, individual trading
behavior, and corporate financk'future research it would be appropriate to itigade more

closely the possible influence of imperfect ratidgaon market microstructure.
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APPENDIX: Structuring Trades Based on Head-and-Sholders Trading Signals

A.1l. IDENTIFYING HEAD-AND-SHOULDERSPATTERNS.

The algorithm first transforms the price serie® iatzig-zag pattern, which comprises a series of
peaks and troughs separated by a minimum requice@ment or “cutoff’ For example, if the
“cutoff” is 5 percent , then a local maximum isd#édd a peak once prices have declined by 5
percent from that local maximum. Similarly, adbminimum is labeled a trough once prices
have risen by 5 percent from that local minimum.

After creating the zig-zag pattern, the algoritrearshes for sequences of peaks and
troughs that satisfy a list of requiremeftst is first required that, in a series of three
consecutive peaks, the second peak must be higgueeither the first or third. Since head-and-
shoulders is a reversal pattern, it is also reduinat any head-and-shoulders top represent the
culmination of an upward movement. More specifigatlis required that the peak preceding a
head-and-shoulders top (LL peak in Figure 1) beelotivan the left shoulder, and the trough
preceding the pattern (LL trough) be lower thanfirst trough (left trough).

In the idealized head-and-shoulders pattern depiotéhe technical manuals, the three
main peaks (left shoulder, head, and right shoylaer about equally spaced in time, and the two
shoulders are approximately equal in height. Togmethe head-and-shoulders patterns that
detect by the algorithm from differing too gredilgm this paradigm, additional requirements
are imposed corresponding to horizontal and vérsgametry. For horizontal symmetry, the
number of days between the left shoulder and heeshjuired to fall between 2.5 and 1/2.5 times
the number of days between the head and right danWor vertical symmetry, it is required
that the head-and-shoulders pattern be only maalgrsibped. Thus, the right shoulder must
exceed, and the right trough must not exceed, idpomt between the left shoulder and left
trough. Similarly, the left shoulder must exceetj the left trough must not exceed, the
midpoint between the right shoulder and right ttaug

Multiple cutoffs are used to capture head-and-gierslof differing magnitudes.
Specifically, “cutoffs” used equal 6.0, 5.5, 5.06,44.0, 3.5, 3.0, 2.5, 2.0, and 1.5 times the
standard deviation of actual daily returns. Theltogt was chosen to ensure that there was a
small but not negligible chance of finding a head-ahoulders pattern of that size for each firm.
The bottom limit was chosen to exceed the dailpdded deviation of returns to ensure that
upward and downward trends would be distinguisihech fordinary daily variation. Each time
the data are scanned with a new cutoff, duplicatelfand-shoulders signals are eliminated. In
particular, if a head-and-shoulders pattern usimgy@utoff implied entering a position two days
before or after a previously identified entry ddkes new position was not included.

A.2. TAKING PROFITSAFTERIDENTIFYING A HEAD-AND-SHOULDERSPATTERN

Once a head-and-shoulders pattern has been iéentifie algorithm enters and exits
hypothetical trading positions according to recomdations of the technical manuals.

Entering a PositionTechnical analysis manuals clearly state thdipiong a head-and-
shoulders pattern, one enters into a position after the price has crossed the neckline. Given
the data’s daily frequency, entry is identifiedtbe same day that the closing price crosses the

13 These requirements are illustrated for a headstagdders top; in the requirements for a
head-and-shoulders bottom, “peaks” replace “troigired vice-versa.
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neckline, and that day’s closing price is assigaethe trader’s entry price. It is assumed that
there are no limits on short sales.

Exiting a Position Technical analysis manuals provide few specifiieda by which to time exit
trades. Nonetheless, a few principles were comglgtemphasized in all the manuals consulted.
Most importantly, the manuals stress that the featishoulders indicates that a new trend
should be forming. We infer from the word "trendat one should expect to hold positions for at
least a few days. The directive to hold positicather than exit a day or two later is also
reflected in the manuals' emphasis that the védistance from the neckline to the head
represents a “price objective,” or “minimum probe&llihagnitude of the anticipated price
reversal once the price has crossed the necklinallf; the manuals also stress that, before
reaching the objective, the price may temporaglert back towards the neckline before
continuing its trend away from the neckline (tl@mporary reversion is referred to here as a
“bounce”).

These general guidelines are incorporated intardteng algorithm by the requirement
that positions be held until the price stops movinthe predicted direction, unless it appears
that the price is in a bounce. Thus, following advand-shoulders top, if the price declines, the
short position is maintained until the first newugh is identified. At this point, the price will
have risen at least “cutoff’ percent above its looaimum, suggesting that the predicted price
decline has ended.

To incorporate the bounce possibility, this general strategy is modified. Following a
head-and-shoulders top, the short position is ragiatl even after the first trough has been
identified, if that trough occurs before the priaes declined by at least 25 percent of the
measuring objective. The position is maintainedl agecond trough has been identified
(regardless of the magnitude), or when a stopliossis reached (defined in the next
paragraph), whichever occurs first.

One further caveat applies to this basic exit réléstop loss" of one percent is
established, consistent with general market praciibat is, if prices move in the “wrong”
direction, positions are exited automatically oa tlay losses reach or surpass one percent. This
limits traders’ potential losses in case the stpatdoesn’t work.

Though not advocated by technical analysts, it @ possible to exit according after a
fixed time interval, such as five days. Chang aste(2000) compare exogenous exit rules of
this nature were compared with the endogenousstrritegy outline above. They find that the
endogenous exit strategy is profitable, but thegerous strategies are not. Thus, by focusing on
the endogenous exit strategy we attempt to givéadlael-and-shoulders pattern its best chance
for profitability.

A.3. ROBUSTNESSCHECKS

Many of the choices made in establishing a base wase somewhat arbitrary, even though we
sought guidance from many technical manuals anmd frarket participants. To verify that these
choices are not critical, a number of sensitivitalgses were carried out. These are described
below.

0] Horizontal Symmetry Relaxed’he horizontal symmetry requirement is paranietelr
by the maximum and minimum value of the followimgdtion: the number of days between left
shoulder and the head, in the numerator, and thauof days between the head and the right
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shoulders in the denominator. These maximum andwmm fractions are changed from their
base values of (2.5, 1/2.5) to (3.5, 1/3.5).

(i) Horizontal Symmetry Intensifie@ihe critical fractions listed above are changedf
(2.5, 1/2.5) to (1.5, 1/1.5).

(i)  Vertical Symmetry Relaxet@ihe vertical symmetry requirement, which concehes
height of the left and right shoulders and left aglit troughs relative to each other, is relaxed.
More specifically, the right shoulder is now re@airto exceed the left trough (and the left
shoulder to exceed the right trough).

(iv)  Volume Criterion AddedAccording to technical manuals, the prototypivaad-and-
shoulders pattern is characterized by greatemtgadblume at the left shoulder than at the
head™* (A few manuals, such as Arnold and Rahfeldt (19B@)dy (1978), Pring (1985), and
Sklarew (1980), indicate additional volume critebat there is no consistency among these
additional criteria.) This single volume criterignadded in the identification of head-and-
shoulders patterns.

As is well known, daily volume data are stronglyamorrelated, an attribute that is taken
into account when creating the simulated volumeserRegressing the log of daily volume on
its own lagged values, a trend, and a constantane that forty lags is sufficient to eliminate
autocorrelation among the residuals. These regmes are then used to construct the simulated
series, which are based on lagged simulated volanterandomly drawn residuals
corresponding to the same day as the randomly dpaiewe change.

(v) Split Sample Across TimEhe sample is split at the end of 1982, roughé&/midpoint of
the entire sample period, and each segment is exanseparately.

(vi)  Split Sample by Trading VolumEhe sample is partitioned into sets of firms,cading
to average trading volume over the entire sampl®gélarge and small).

(vi)  Stop-loss Reducetihe stop-loss limit, the minimum loss necessarys to close out a
losing position, is reduced from 1 percent to GEcpnt.

(ix)  An AR(1) Process for Returrisor each firm, an estimated AR(1) coefficientfeturns,
and residuals from the AR(1) regression on actueaép, is used to create the 10,000 simulated
series.

x) A GARCH(1,1) Process for Retur®r each firm, estimated GARCH(1,1) coefficients
are is used to create the 10,000 simulated series.

4 Blume, Easley, and O'Hara (1994) present a thieatehodel in which volume information is
informative.
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Table I. P-Valuesof Actual Data Compared with 1,000 Simulated Seriegor 4 firms

Simulated data are created by drawing randomly weifhacement from daily returns. The table
reports the marginal significance of actual momeeitstive to those of the simulated series. The
data for the NYSE/AMEX sample consist of daily @hgsprices from July 2, 1962 to December
31, 2002 for 304 NYSE or AMEX firms from the CRS&abase. The NASDAQ data consist of
daily closing prices for 373 NASDAQ firms with aast five consecutive years of data in the
CRSP database.

I.LA: NYSE/AMEX Sample

% Change in Mean Std. Deviation Skewness Kurtosis
Daily Close

Firm | 0.512 0.531 0.47 0.558
Firm Il 0.483 0.532 0.452 0.55
Firm 111 0.486 0.536 0.471 0.536
Firm IV 0.494 0.539 0.485 0.511

[.B: NASDAQ Sample

% Change in Mean Std. Deviation Skewness Kurtosis
Daily Close

Firm | 0.484 0.525 0.489 0.516
Firm Il 0.493 0.505 0.55 0.569
Firm 111 0.506 0.512 0.476 0.511
Firm IV 0.513 0.556 0.579 0.588
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Table II: Head-and-Shoulders Patterns Do Not Profiably Predict Trend Reversals

Using an objective pattern identification algorithwe compute average percent profits from head-and-
shoulders based speculation using actual returthd @000 simulated return series created by drawing
randomly with replacement from observed daily nesuiProfits for each firm are compared with the
distribution of simulated profits for that firm. dar the null hypothesis that head-and-shouldedsngas
not profitable, the associatpevalues should be distributed uniformly over [0,1].

The first column of each pair reports the differebetween observed profits and average simulated
profits. The second column reports the Andersoriiatest statistics (A for the uniform distribution.
Values over 2.5 (3.9) are significant at the fisad) percent level. The NYSE/AMEX data comprisdydai
returns and trading volumes for all 304 firms fdrigh data exist for July 2, 1962 to December 30220
The NASDAQ data comprise daily prices and tradiatyimnes for all 373 firms for which such data exist
CRSP for five consecutive years. Statistically gigant figures highlighted in bold. Details of the
robustness tests (1 through 9) are in the Appendix.

NYSE/AMEX NASDAQ
Effect on A? Effect on A?
Average Average
Profits Profits

Base Case -0.25 2.27 -3.02 154.7
Modified Identification Algorithm:

1. Horiz. Sym. Stronger -0.18 2.67 -2.97 125.2

2. Horiz. Sym. Relaxed -0.27 2.73 -3.05 166.0

3. Vert. Sym. Relaxed -0.26 7.13 -2.94 246.0

4. Volume Criterion Added -0.26 1.93 -2.89 77.8
Split Sample:

5a. High Trading Vol. 0.034 0.51 -2.12 31.7

5b. Low Trading Vol. -0.54 6.4 -3.92 152.2

6a. 1962-1982 -0.06 0.92 NA NA

6b. 1982-2002 -0.42 2.63 NA NA
Modified Assumed Returns Process:

7. AR(1) -0.25 1.69 -3.04 53.2

8. GARCH(L,1) .0.25 1.83 -3.02 403.3
Modified Exit Strategy:

9. Stop-Loss Reduced -0.17 1.37 -2.98 170.6
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Table IlI: Conditional vs. Unconditional Returns

Using an objective pattern identification algorithwe compute average percent returns after head-and
shoulders patterns and average unconditional retawar non-overlapping fixed time horizons of 153and
10 days Under the null hypothesis that the distrdouof returns following head-and-shoulders paisas
the same as the unconditional distribution, thei@ntor conditional and unconditional should nifited.

[lI.LA: NYSE/AMEX 1-day 3-days 5-days 10-days
Mean (%)

Conditional 0.13 0.15 0.22 0.23

Unconditional 0.11 0.18 0.3 0.59*
Standard Deviation (%)

Conditional 0.59 0.92 1.16 1.57

Unconditional 0.03 0.05 0.08 0.16
Skewness

Conditional 0.57 -0.42 -0.30 -0.25

Unconditional 6.17 1.53 0.63 0.18
Kurtosis

Conditional 8.52 8.08 7.02 7.79

Unconditional 57.58 4.55 4.55 3.42
111.B: NASDAQ 1-day 3-days 5-days 10-days
Mean (%)

Conditional -1.53 -1.36 -1.53 -1.63

Unconditional 0.11* 0.22* 0.34* 0.63*
Standard Deviation (%)

Conditional 2.86 3.59 3.96 4.88

Unconditional 0.10 0.23 0.36 0.72
Skewness

Conditional -0.59 1.12 -0.96 -0.20

Unconditional 4.10 3.61 3.17 3.55
Kurtosis

Conditional 18.45 12.36 7.75 6.85

Unconditional 35.50 26.76 19.98 23.03
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Table IV: Trading Volume is Unusually High Around Head-and-Shoulders Entry Days
Table shows average residual trading volume artwiad-and-shoulders entry days, measured
as percent of a day’s volume. To calculate exaestng volume we run the following
regression for each firmn

50 9
In{volume) = a+ B3 In{volume., )+ ;> in(high,; /low,_, )1+ t +In(p,.0)+ &

i=1 i=0
where closing prices are labelpdJsing an objective pattern identification alglnit on all
firms, we identify days when head-and-shouldersepatcrosses the neckline and compute the
average residuals from those days, Bootstrapped marginal significance levels arereg as
the lower entry in the Base Case. Though not regosgimilarly bootstrapped marginal
significance levels underlie the significance rgsirior the robustness tests. Table IVA provides
results for NYSE/AMEX firms, using daily prices atrdding volumes for the 291 firms for
which these data exist for the entire CRSP datafdag 2, 1962 to December 31, 200Pable
IVB provides results for NASDAQ firms, using dajbyices and trading volumes for the 349
firms that have at least five consecutive yeanthe$e data in CRSP. Statistically significant
figures are highlighted in bold.

Entr Entr Entr Entr Entr Entr
IV.A: NYSE/AMEX y y y Entry y y y Total

-3 -2 -1 +1 +2 +3 Sig.

Base Case 051 372 853 4035 11.74 0.87 0.32 66.90

Marg. Sig. 0.70 0.00 000 000 0.00 0.112 0.98
Modified
Identification of
H&S:

1. Horiz. Sym.

Stronger 0.06 514 6.77 4028 1333 123 1.63 6843
2. Horiz. Sym.

Relaxed 0.16 343 8.83 40.06 11.21 1.17 0.13 64.99
3. Vert. Symmetry

Relaxed 054 224 7.70 3950 11.22 125 0.33 62.78
4. Volume
Criterion Added 1.03 462 840 40.19 11.26 0.62 -1.27 64.86
Split Sample:

Sa. HighTrad.Vol. - 519 199 918 3444 1043 152 -230 57.35

-1.22 570 7.74 46.70 12.89 0.24 337 7542
-0.21 419 835 3789 1046 124 012 62.05
1.15 477 9.26 4209 1145 -221 0.73 67.57

5b. Low Trad. Vol.
6a. 1962-1982
6b. 1982-2002
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. Entry Entry Entry Entry Entry Entry Entry Total
IV.B: NASDAQ 3 .2 1 +1 +3 43
Base Case -0.13 7.48 12.04 41.44 1241 121 -197 76.08
Marg. Sig. 0.60 001 000 000 000 012 048 sjg.
Modified
Identification of
H&S:
1. Horiz. Sym.
Stronger -4.44 759 16.17 44.74 10.64 1.70 -0.23 76.17
2. Horiz. Sym.
Relaxed -0.06 7.36 13.71 48.85 11.03 -0.81 -1.92 78.17
3. Vert. Symmetry
Relaxed -0.20 7.23 1359 48.98 10.88 -0.88 -1.98 77.62
4. Volume
Criterion Added 332 1193 9.66 46.16 10.69 -3.25 140 7991
Split Sample:
5a. HighTrad. Vol. ;53 580 1335 4844 1637 094 1.95 8257
Sb. LowTrad.Vol. 575 1244 1294 4266 1332 439 011 90.97
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Table V: Spreads Are Unusually Low on Head-and-Shdders Entry Days
Table shows average residual spreads around hebshanlders entry days. To calculate spread
residuals we run the following regression for efigh i:

50 10 .
Spread = a + 3/ Spread.; + Zoyi[ln(hlgh-j Now,; )| + 6 + ulog(p,o) +77,
= =

where spreads are measured as (ask-bid)/mig agpresents the closing mid-price. Using an
objective pattern identification algorithm on 378rfs, we identify days when head-and-

shoulders patterns cross the neckline and compatavierage residuals from those days,

Bootstrapped marginal significance levels are regabas the lower entry in the Base Case.
Though not reported, similarly bootstrapped margsignificance levels underlie the
significance ratings for the robustness tests.ddta for Table VA include TAQ end-of-day bid-
ask spreads for the NYSE and AMEX firms examine8égctions | and Il. The data for Table
VB include all NASDAQ firms with five or more consative years of returns in the CRSP
database.

) Entry Entry Entry Entry Entry Entry Entry
V.A: NYSE/AMEX 23 o 1 L1 L5 +3
Base: Excess spread -0.43 -0.09 0.34 -032 -041 -0.10 -0.05

Marg. Sig. 000 0.00 000 000 0.00 0.96 0.00

Spread over last hour -0.12  0.01 0.02 -0.14 -0.10 -0.03 -0.01

Modified
Identification of
H&S:

1. Horiz. Sym.
Stronger

2. Horiz. Sym.
Relaxed

3. Vert. Symmetry
Relaxed

4. Volume
Criterion Added

-0.31 -0.15 0.01 -0.18 0.05 -0.06 -0.01
-0.25 -0.04 -0.04 -0.28 -0.32 -0.15 -0.08
-0.15 -0.01 0.15 -035 -0.23 -0.05 0.02

004 -0.04 002 -009 0.02 -0.010 -0.02

Split Sample:
5a. High Trad. Vol. -0.38 0.06 050 -0.25 -0.22 -0.01 -0.03
5b. Low Trad. Vol. -046 -0.12 0.15 -0.37 -0.46 -0.14 -0.08
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) Entry Entry Entry Entry Entry Entry Entry
V.B-NASDAQ -3 -2 -1 +1 +2 +3
Base: Excess spread 0.16 0.03 0.04 -0.24 0.03 -0.01 0.01

Marg. Sig. 0.81 0.08 0.28 0.00 0.52 1.00 0.52
Modified
Identification of
H&S:
1. Horiz. Sym.
Stronger 0.08 -0.02 -0.05 -0.23 0.09 0.00 -0.09
2. Horiz. Sym.
Relaxed 0.12 0.00 0.00 -0.22 0.05 -0.02 0.03
3. Vert. Symmetry
Relaxed 0.05 -0.01 004 -0.14 0.03 0.05 0.00
4. Volume
Criterion Added 0.06 001 0.00 -0.16 0.10 -0.07 0.02
Split Sample:
5a. HighTrad. Vol. 5414 002 -002 -007 011 -011 0.02
5b. LowTrad.Vol. 519 002 007 -044 -014 008 -0.01
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Figure 1: Hypothetical Head-and-Shoulders Pattern

Head

i Right
Left Shoulder
- Shoulder

Neckline

Time

45




Figure 2: Cumulative Distribution Functions for Average Percent Profits

The figure shows the theoretical and observed.sddr average profitability for the NYSE/AMEX da(2A)
and the NASDAQ data (2B). Returns are bootstrafpped04 NYSE or AMEX firms or 373 NASDAQ firms,
to create 10,000 simulated series per firm. Foh esacies, average profits from the head-and-shoatdeding
algorithm are calculated, and the marginal sigaifie of observed profits calculated. The distrdoubtf the
resulting 311 (373p-values should be uniform under the null hypotheséiso profitability, or should lie
above the theoretical c.d.f. under the alterndiiyaothesis that the pattern profitably predictadresversals.
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Figure 3: Distribution of Conditional and Unconditional Returns

The figure shows the number of conditional retdali®wing head-and-shoulders trading signals inheaic
twenty quantiles of the unconditional distributiofireturns. Underlying data comprise daily dividend
adjusted returns for all 304 NYSE or AMEX firms fohich prices exist for the entire CRSP databasmitih
2002.Anderson-Darling statistics, reported in the ternfirm that the distributions differ statistically
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Figure 4: Inverse Relationship Between Excess Tragg and Spreads Around Head-and-
Shoulders Entry Days: NASDAQ sample
For each firmi, we run two regressions:

50 10
Log(volume) = @ + Y f;Log(Volumes) T X yilin(high_; /low_)] T @& F ulog( puy) T e
=1 =0
50 10

Spreag = o + 3.4 Spread_ 3 lin(high, /low)] + 6+ wlog(pso) +11
=1 =
where closing prices are labelpdand high and low refer to daily high and low paSpreads

are measured as (ask-bid)/mudepresents the closing mid-price. The data incRiciz

NASDAQ firms with five or more consecutive yearsrefurns in CRSP. Using an objective
pattern identification algorithm, for each firm wentify days when head-and-shoulders patterns
cross the neckline and compute the average resifhaah those days.
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